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Background/Objectives

Japan’s private sector requires pr grade Al puting on par with Big Tech, el e
but with vendor-neutral infrastructure. !
‘Spine Switch :
A key motivation is the use of open, disaggregated king. This design improves vend
agility and supply chain resilience by decoupling NOS from the underlying ASICs, accelerates  ;yc.c
innovation through community-driven modular comp ts, and enables lossless Al fabrics
through RoCEv2 QoS (PFC, ECN). .
Scalable overlays (EVPN/VXLAN) further support multi-tenant Al workflows, while open
8 t f ks provide automation and observability essential for transparent e
large-scale operations. o ok oA A\ b o o o
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SAKURAONE, SAKURA internet’s managed GPU supercomputer, was developed to: ot i L4
(i) demonstrate the scalability of an all-Ethernet fabric with SONiC for AI/HPC, = = == = om
(iii) provide reproducible Al software stacks for enterprises, and e — wf 7 e
(iii) evaluate performance using community benchmarks. soroge st
At 1SC~2025, SAKURAONE ranked 49th on the TOP500 (HPL) and, to our knowledge,
is the only Top-100 system built entirely on an open 800,GbE + SONiC networking stack. 200608
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100 nodes; each: 2 Intel Xeon Platinum~8580+, 1.5TB DDR5,
8 times NVIDIA H100 SXM5 (80GB).
Table 1: SAKURAONE Computing Nodes Table 3: SAKURAONE Interconnect Network
Network: s

Rail-optimized leaf-spine; host links 400GbE; leaf-spine 800GbE; RoCEv2;
SONiC on Broadcom Tomahawk5; NIC GPU affinity preserves NUMA locality for collectives.

800 GbE 2DR4.
RoCEV2 (RDMA over Converged Ethernet)
Rail-Optimized Topology

Edge-core networks AIS800-640

120 60)
NVIDIA H100 SXM 80GB x § GPUs
DDRS-1.5TB (96GB x 16)

Protocol

Core (per CPU)
GPU

Memory (RAM)

System storage (SAS) 3712GBx2 51.2Tbps fullduplex

Data storage (NVMe) 768TB x4 SONC (Software for Open Networking in the Cloud)
Local network interface 4GbE (2Gbps x 2) Switch Chip ‘Tomahawk 5 chipset powered by Broadcom
Interconnet network interface  NVIDIA Mellanox MCX75310AAS-NEAT ConnectX®-7 400GbE/NDR x § Leaf Switch 16 chassis'

Storage network inerface_ NVIDIA Mellanox MCX75310AAS-NEAT ConnectX®-7 400GHE/NDR x 2 ‘Spine Switch 8 chassis

Storage:

‘Table 2: Classifcation of NIC Usage and GPU Connectivity Characteristics Table 4: SAKURAONE Storage System

2PB all-flash Lustre on DDN ES400NVX2-NDR200; per-node dual 200GbE for storage.

Deviee Name _Primary Usage GPU Connectivity Type

Count

Software:

High-speed inter-node-
High-speed iner-node commu
High-speed inter-node commi
High-speed inter-node commu

NODE (via GPUO PCle domain)
NODE (via GPU PCle domain)
NODE (via GPU2 PCle domain)
NODE (via GPU3 PCle domain)
NODE (via GPUA PCle domain)
NODE (via GPUS PCle domain)
NODE (via GPUG PCle domain)
NODE (via GPU7 PCle domain)

Act T
Ice Lake CPUs
24 Drive (PCI Gend )
TLC S8

High-speed inter-node commi
High-speed iner-node commu
High-speed inter-node commi
High-speed inter-node communics

D 30.72TB

Rocky Linux9, Slurm, CUDA~12.x, NCCL~2.2x, Apptainer/Singularity & Pyxis,

curated conda ML stacks.

N8 mixs_§ Storage network (dedicated VOpath)  PXB
NICI0_mix5_bond_0 (bonded jancy) _PXB (lgical, multi-bridge path
NICO  mixs_I1 Management network (¢.g., SSH) svs

Benchmarks:
HPL, HPCG, HPL-MxP (HPL-AI class), 10500, MLPerf Training.

<opo —mpoupu. arlyain PC

NiCs. NICD-NICT

NICE

e via SYS e path htcroses NUMA domais.

Results

Table 6: HPL Benchmark Summary Table 7: HPCG Benchmark Summary

Ttem Value Ttem Value
Matrix size (N) 2,706,432 Benchmark version HPCG 3.1
Bl 1024 784
16 x 49
ensions (nx x ny x nz) 4096 x 3584 x 3808
784 N 55.9 billion
HPL NVIDIA 2540 terms 1.51 trillion
389.23 39,961.4
3593 PELOPS 16Ty
FLOPS per GPU 43.31 TFLOPS e
ax GE erformance (single Gi 55.34 TF S oo
o M performance (single GPU) - 23,34 TRLOPS SP/s (with convergence overhead) 404.964
1980 Mz Final validated HPCG GFLOP/s result 396,295

GPU peak clock frequency

The system achieved a sustained HPL (FP64) performance of 33.95 PFLOP/s (Rmax) on
100 nodes equipped with 800 GPUs. For HPCG, it delivered 396.295 TFLOP/s.

On HPL-MxP (FP8), the system reached 339.86 PFLOP/s, corresponding to approximately
442.5 TFLOP/s per GPU, and 539.19 PFLOP/s in the LU-only phase.

In 10500 (production), the system scored 181.91 on 10 nodes, showing strong metadata

Table 8: HPL-MxP Benchmark Summary Table 9: Comparison of 10500 Results: 10 Nodes vs 96 Nodes

ling. D higher latency than InfiniBand/Slingshot, the rail-optimized 800 GbE +
RoCEv2 + SONiC fabric sustained competitive Al/HPC throughput, confirming open-stack

P

Ttem Value Benchmark 10 Nodes 96 Nodes
HPL-MxP-NVIDIA 25.4.0 262.91 (340.965)  198.80 (355.68 5)
2,989,056 204.44 (347.008)  256.64 (363.81 5)
4096 84 (354.60 %)  24.61 (491.75 5)
24 x 32 120.84 (340.055)  151.59 (332.84 %)
8 1976.05 (5639 5)  2637.17 (54.01 %)
Peak clock frequency 1980 MHz 6571 (245.15 %) 305.86 (231.13 5)
GPU SM version 90

463.13 (200.14 5)
25531 (48.82 8)
408.13 (124.54 5)
198.91 (468.91 5)
310.87 (162.97 5)
111.28 (453.80 5)

GPU SM count
Observed Rmax
Rmax per GPU

205.64 (31.23 5)
262.43 (157.19 5)
168.19 (422,12 )
205.39 (200.53 5)
9220 (445.91 %)

3.3986¢+08 GFLOPS
442520.81 GFLOPS
5.3919¢+08 GFLOPS.
702,074.99 _OPS.

Sloppy FP8 (sloppy-type = 1)
PASSED (5.01e-05 < 1.6e+01)

LU-only
LU-only per GPU
ision mode

lation result 133.03 139.80
. IOPS Score (KIOPS) 248.74 327.84
Total I0500 Score 181.91 214.09

Table 10: MLPerf Training (GPT-3) Benchmark Summary

Trem 32Nobes 96 Noks Table 11: MLPerf Training (Llama2 70B LoRA) Benchmark Summary
ToraL GPUs 256 768
DATA PARALLELISM 4 6
4 8 Trem 1 Noww: 8 Novks. 64 Noves. 96 Nowes.
16 16
h h Torws GPUS s M s 768
2 ' P o
Trug True i i i i
1024 2304 H N B B
Micro BATCH 1285 2 6 Tun s Tan Twn
s o %
10531 4186 Micko warcn sizm ' ' ' '
TIMETOTRAIN (MIN) (unverified)  (unverified) Py e > It
Mot FLOPs Uriization (%) 383 Tuwroman ) (merifed)  (onverifed) _ nverifed) _ nvrifod
TRAINING THROUGHPUT
(TOKENS/SIGPU) 707.62 71423
CoMPUTATIONAL THROUGHPUT
(TFLOPS/GPU) 757.13 71073

lability at Top500 scale.
For MLPerf Training, the system achieved scores of 105.310 unverified (32 nodes)
and 41.862 unverified (96 nodes) on GPT-3, while on Llama 2 70B-LoRA it achieved
28.444 unverified (1 node), 4.789 unverified (8 nodes), 1.941 unverified (64 nodes),
and 1.256 unverified (96 nodes), respectively.
Result not verified by MLCommons Association.

Conclusions

SAKURAONE shows that an open, SONiC-based 800 GbE fabric can deliver Top500-class
FP64 and competitive Al performance at national scale while preserving vendor neutrality
and cost efficiency.
Future work includes

(i) NCCL/MPI tuning with rail-aware routing and NUMA pinning, and

(ii) topology-aware pl. t with adapti control.
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