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Background / Objectives

 COAWST [1][2] modeling system is an integrated, open-source, flexible, and highly scalable framework
 Desighed to simulate the complex interactions among the ocean, atmosphere, waves, and sediment processes
e COAWST couples

* ROMS (Regional Ocean Modeling System) for ocean circulation

 WRF (Weather Research and Forecasting Model) for atmospheric processes

SWAN (Simulating WAves Nearshore) for wave dynamics
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 Applications include coastal resilience and hazard assessment and climate and extreme event simulation (ROMS)
» Efficient allocation and optimization of computing resources (i.e. nodes/tasks) critical for achieving optimal runtime performance | Rt S e

Methods
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Conclusions

 Key for operations and research at BMKG is being able to perform efficient simulations with the COAWST model
 Goal of the BMKG/JSC collaboration is to analyse and optimize the performance of the models,
as well as to train the staff in the Agency in performance measurement, analysis, and optimization techniques
* Installation and configuration (esp. of the input data) of the complex COAWST software stack much harder than expected
* Early results on test data show performance optimization opportunities, but more experiments needed (with real input data)
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