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Abstract Performance Evaluatio

Phase-field fracture simulations can capture complex crack topolo- 00 4x107 nodal DOFs,with 8 RTX 3090 GPUs (24GB each).
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gies, but large-scale analyses are still constrained by the intensive ;
computation and memory costs of extremely fine meshes. Prior stud- o1 o 1250000 o
ies have mainly relied on multi-CPU [1] or single-GPU solvers [2] for | o0 7
large-scale simulations. Here, we develop a dedicated multi-GPU 6'05)6 T O 10240000
phase-field framework for large-scale fracture simulations. We use a 5 ]
hybrid CUDA/OpenMP model, with GPU-resident phase-field ker- s | ~
nels and OpenMP for inherently sequential parts. Simulation results 24 - .
with strong scaling shows a 6.75x% speedup on eight GPUs (=900x vs 3,0 o—a
a single-core CPU baseline). A wind-turbine blade fracture case fur- A | /
ther demonstrates engineering-scale applicability. 2r
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% Achieves a 6.75% speed-up over a single GPU, which 1s
approximately 900 times relative to the single-core CPU baseline.

O 3x10° nodal DOFs, with 8 A100 GPUs (40 GB each).
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