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OUR RESEARCH UNDERSTANDING THE LIMITATIONS OF OBS

Context. HPC relies on optimised, parallel file input/output (I/O). Enterprise OBS middleware (e.g. MINIO, S3Proxy) allows us to explore OBS usage in a
customers envisage to use HPC-scale systems - but they are familiar with supercomputing environment. To understand the limitations of OBS systems, we
Cloud Computing and methodically rely on database management systems are benchmarking up- and downloads within the LRZ Compute Cloud (Fig. 1,
(DBMS) or object stores (OBS). The EXA4AMIND Extreme Data analytics project Data Path 1). First results (Figure 3) show that uploads are slower (depending on
thus explores combinations of versatile data stores, supercomputing, and data the server product); performance is worse for small files (in particular < 100MB),
ecosystems with four pilot applications [1]. hinting at middleware- or network-related latencies. We do not observe overly
high CPU loads in our tests (neither on Cloud VMs nor previously on HPC).

Aims and Conjectures. Via data-transfer benchmarks, we explore direct DBMS

and OBS usage from HPC clusters. We investigate the following ideas: (I) there S3 Up-/Download Rates (GB/s) vs. Middleware & File Size Figure 3.
should be a speed hierarchy “DBMS |/O < OBS I/O < FILE 1/O”; (Il) DBMS 1/0 will (in LRZ Compute Cloud) Exploring ~ OBS
probably be limited by the DBMS-server or DBMS-client application (processing Sigé’rf?ean”&e on
or data handling), (lll) OBS 1/0 will be limited by the network or by OBS- 0,400 (Sgtpv',v;[;/wmo),
server/-client-dependent overheads, depending on the setting, transfer transfer direction
direction, and file sizes. Building upon others’ earlier work [2], we aim to p-/download)
understand when/how direct DBMS/OBS use is feasible in supercomputing or 200 (10/100 MB) ~
when data staging or caching is needed - for which we provide tools. ueh server/etient
Methods. We measure data-transfer speeds using LRZ OpenStack Compute 0,200 (elienc botos).
Cloud [3] Virtual Machines (VMs) with 100 Gbit/s (shared) connectivity, and LRZ
CoolMUC-4 [3] / IT4l Karolina [4] High-Performance-Computing (HPC) nodes in 0.100
different combinations. The server and client DBMS/OBS systems used are
PostgreSQL (representing a common DBMS [5]), MINIO and S3Proxy (S3-
Compliant OBS servers [697]) in current versions - for which EXA4MIND 0,000 MINIO (10 MB files x100) MINIO (100 MB files x100) S3Proxy (10 MB files x100)  S3Proxy (100 MB files x100)
provides installation recipes. Upload mDownload
ENVIRONMENTS USED FOR BENCHMARKING MAIN TAKEAWAY FROM BENCHMARKS
OpenStack  Linux Cluster at LRZ Karolina at We measure read Typical HPC applications may have an I/O of 0.01-1 PB in a day. If I/0O shall
o e Caron/o sonle PG SFion/e sesle PG (download) speeds from occur only 1% of the time — necessary “burst” output rates are of 10-1000

DBMS and OBS within the GB/s. DBMS do not reach such rates, but can e.g. be utilised to read and write
LRZ Compute Cloud metadata in an image-annotation job. The OBS explored by EXA4AMIND reach
@ (Figure 1, Data Path 1), promising rates - if file sizes and thread numbers are high enough. Work on
L from a DBMS/OBS server parallel I/0 to a OBS server group (cf. [2]) may be worth re-exploring.
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(https://opencode.itdi.eu/exadmind/platform), whose modules can be flexibly

deployed in a mixed (HPC/Cloud/...) supercomputing environment.
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