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E‘  High-performance exascale simulations increasingly face 1/0O bottlenecks due to the growing gap between

I : : - . -
g . computational speed and I/O bandwidth. PDI| addresses these challenges by decoupling simulations from /O
= : concerns, offering a declarative APl and supporting libraries like HDF5 and NetCDF through a plugin system. It
= 1 enables in-situ analysis by processing data in real time and reducing disk 1/O. DEISA builds on PDI, integrating
CQ /' MPI-parallel simulations with Dask-based analytics for seamless, scalable, and efficient in-situ data analysis.
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DEISA (Dask-Enabled In-Situ Analytics) [4] is a library and PDI
plugin which enables coupling MPI simulation codes with Dask

3. Task . . -
e framework for in-situ analytics.
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(D [ P gféisnA Dask scheduler S ekt « Based on Dask, a Python framework for parallel and distributed computing
I \_ . 1aSK-grap
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™\ metadata
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’ [ s F i ESA  poice e such as NumPy, Pandas, scikit-learn, and matplotlib rE)
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I Coupling an MPI application with M processes to a Dask instance
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The arrows and numbers illustrate the different steps of the internal
workflow of DEISA.
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