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Abstract

Background

Performance Evaluation

Proposed method

➢ GPU concentrated computation with optimized 

libraries and custom kernels
➢ Custom fused kernels to reduce kernel launch latency
➢ Double precision computation for high accuracy

➢ High computation 

amount
➢ Large number of iterations
➢ Difficult to converge

The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm is one of the most widely used numerical methods

for incompressible fluid-flow simulation in computational fluid dynamics. Previous GPU-based implementations of SIMPLE
algorithm mainly focused on achieving speed-up for relatively small grids and employed simple iterative solvers such as Jacobi
or Gauss-Seidel. Those methods require many iterations to converge, which limits their ability to process large grids. To address

this problem, this work combines standard CUDA libraries with custom fused kernels to efficiently execute the solver, achieving
up to a 13.58x speed-up compared to an optimized CPU implementation while maintaining identical convergence accuracy.
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