Optimization of GENESIS/QSimulate on Fugaku for High-Performance
QM/MM-MD Simulation using Current LLVM/Clang++ Compiler
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Background

The GENESIS/QSimulate, combined molecular dynamics (MD) program, GENESIS, and Quantum Mechanics/Molecular Mechanics (QM/MM)
program, QSimulate-QM (https://qgsimulate.com/academic), demonstrates excellent parallel scalability for QM/MM-MD simulations on multi-
node supercomputers. High-performance QM/MM-MD simulations using this program have elucidated the mechanisms of biological functions,
including enzymatic reactions, on Intel-based systems. However, its performance on the Fugaku, which employs Arm CPUs and the Fujitsu
compiler, remains suboptimal due to insufficient code optimization.
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accurate modeling of enzymatic reactions
and ligand—protein interactions, which is
valuable for structure-based drug design.

Optimization of GENESIS/QSimulate on Fugaku
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Conclusion & Future work

This work demonstrates the feasibility of performing long-time, high-accuracy QM/MM-MD simulations on the Fugaku using the recent LLVM/Clang++ compiler
optimized for C++ code. The optimized code achieved performance close to that of programs running on Intel CPUs with the Intel compiler. Further optimization
of the code for the recent LLVM/Clang++ compiler is expected to yield additional performance improvements.



	Slide 1

