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(1. Background : Challenges of Applying A
CLI-Based LLM Agents to HPC Workflows

While CLI-based LLM agents like Claude Code enable automated
environment setup, code editing, and debugging, their direct application to
supercomputers remains difficult due to system-specific constraints such as
complex SSH authentication, vendor-specific commands, restricted software
installation, and budget-aware execution.

HPC program development is a highly complex exploratory task that
requires simultaneous consideration of performance, distributed
heterogeneous hardware architecture, and numerical correctness.

To address these challenges, we propose VibeCodeHPC[1][2], a CLI-based
multi-agent framework that enables iterative prompting, mutual inspection,

@d auto-tuning of arbitrary code across heterogeneous HPC environmenty
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(4. System Configuration

VibeCodeHPC runs on a local PC and launches multiple
Claude Code agents. These agents interact with
supercomputers via SSH to perform iterative tuning tasks.
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(5. Experiments (2 targets x3 runs)

We compared Multi-agents & Solo agent to evaluate
robustness in complex exploratory HPC tasks.
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6. mutual inspection of Multi-agents
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