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7. mutual cooperation of Multi-agents

6. mutual inspection of Multi-agents
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2. Dynamic Agent Organization

4. System Configuration

3. Project Structure

Other implemented features
Hooks prevent LLM from sleeping
Manage supercomputer’s Budget

Roadmaps
▢ Refactor as Skills（Multi CLIs support）
▢ Local LLM inference and training

VibeCodeHPC/ PM
├── requirement_definition.md  # User prompt
├── _remote_info/                      # HPC info
├── BaseCode/                          # existing code
├── User-shared     # reports and graphs
├── Agent-shared   # prompts
├── CLAUDE.md     # Common Prompt
├── GitHub/ CD # Anonymized copy
└── Flow/TypeII/single-node/ SE1

├── hardware_info.md  # size, networks…
├── intel/
│ ├── OpenMP/ PG1.1
│ └── MPI/ PG1.2
└── gcc/

└── CUDA/ PG1.3
├── ChangeLog.md
└── ssh_sftp_session.json
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While CLI-based LLM agents like Claude Code enable automated 
environment setup, code editing, and debugging, their direct application to 
supercomputers remains difficult due to system-specific constraints such as 
complex SSH authentication, vendor-specific commands, restricted software 
installation, and budget-aware execution.

HPC program development is a highly complex exploratory task that 
requires simultaneous consideration of performance, distributed 
heterogeneous hardware architecture, and numerical correctness.

To address these challenges, we propose VibeCodeHPC[1][2], a CLI-based 
multi-agent framework that enables iterative prompting, mutual inspection, 
and auto-tuning of arbitrary code across heterogeneous HPC environments.

1. Background：Challenges of Applying 
CLI-Based LLM Agents to HPC Workflows

5. Experiments (2 targets x3 runs) 
We compared Multi-agents & Solo agent to evaluate 
robustness in complex exploratory HPC tasks.

VibeCodeHPC runs on a local PC and launches multiple
Claude Code agents. These agents interact with 
supercomputers via SSH to perform iterative tuning tasks.


