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Background and Motivation

 HPC systems enforce job isolation using user authentication and process-level privilege management.

* Privilege escalation attacks allow attackers to gain administrative privileges, potentially leading to severe
cybersecurity threats, including lateral movement within the system.
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Evaluation and Results
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