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« NVIDIA Nsight system is used to profile program execution.
« NVTX annotations are inserted to mark CPU offloaded IBM execution in the Nsight profiler.

« Memory Optimization
. IBM vforce related variables are allocated in CPU memory. « Tightly coupled CPU-GPU systems such as Grace Hopper unlock new potential for high-
performance computing beyond LBM-IBM fluid simulations.

« Data memory placement is shown to have a significant impact on performance.
« OpenMP is used to exploit the 72-core capability of the Grace CPU.
« The offloaded IBM computation is parallelized across CPU cores.

- This improves the performance of irregular IBM workloads. . Matching workloads to the most suitable computing device is critical for performance.
CPU-GPU synchronization is used to ensure data dependencies between LBM and IBM.

« Idle processing resources can be effectively utilized to improve overall system efficiency.

« System-level CPU-GPU cooperation can significantly enhance overall throughput.
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« Extending IBM Offloading with MPI-Split Double-Case Execution
« MPI_Split is used to run two processes at the same time.
« Each process executes one simulation case. A
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- Idle CPU-GPU bubbles caused by offloading are filled after 2 case interleaving
« QOverall system throughput is improved.
« NVIDIA Multi-Process Service (MPS)

« NVIDIA MPS is used to enable two processes to share one GPU, improving overall
system throughput furthermore.

« GPU resources are better utilized under multi-process workloads when using MPS.
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